
Introduction to Federated Learning 
(Reference: Algorithms for Large-scale Distributed Machine Learning and Optimization by Prof. Gauri Joshi, CMU) 

 

 
 

• Edge devices:  

• Training data: 

• Q: How can you utilize the parameter server framework we've explored to 

effectively train a single machine learning model with data from the edge? 

• There are millions of edge clients:  

• What are some problems with this strategy? 



Federated Learning to the rescue! 

 

Key idea: Bring the training to the edge data (McMahan et al. 2016: Communication-

efficient learning of deep networks from decentralized data) 

• Already used for next-word prediction on Android cell phones, when the phone is 

plugged in for charging 

https://federated.withgoogle.com/ 

(Read this comic book) 

 

 
 

 

 

 



Decentralized SGD vs Federated Learning 

 

• Number of workers/servers 

• Availability of workers 

• Data distribution 

• Worker types: Homogeneous/Heterogeneous 

• Privacy 

 



Cross-Device vs Cross-Silo Federated Learning 

 
Cross-device FL 

 
Cross-silo FL 

 

• Number of devices: 

• Availability of workers: 

• Data heterogeneity: 

• Worker types: 

• Privacy constraints: 



Federated Learning Framework 

 

 
Notations: 

• Total number of workers: 𝐾 

• Fraction of workers participating in each communication round: 𝐶 

• Local mini-batch size: 𝐵 

• Number of data samples at client 𝑖: 𝑛𝑖  

• Learning rate: 𝜂 

• Number of local epochs per client: 𝐸 

Q: How many local updates 𝜏𝑖 will be performed at client 𝑖? 



The FedAvg Algorithm 

 

• Local objective function: 

• Global objective function: 

 



Effect of Data Heterogeneity and Client Participation 

 

MNIST (hand-written digit dataset: 97% for 2-NN and 99% for CNN) 

 
Total number of communication rounds 

 

• IID experiment - shuffle and partition the data across 100 clients, each receiving 600 

examples 

• non-IID experiment - the data sorted by labels and divided into 200 shards of size 

300 and each of the 100 clients receives 2 shards (at most 2 digits) 

 



Effect of Number of Local Epochs 

 

 
• As the number of local epochs 𝐸 grows, we need fewer communication rounds to 

reach target accuracy 

 



Effect of Batch-Size 

 

 
 



Convergence Analysis of FL 

 

Assumptions: 

• Lipschitz smoothness of local objective function 

• Unbiased gradients:  

 

• Bounded variance: 

• Bounded dissimilarity: 

 



Let’s revisit basic understanding of FL! 

Does the convergence between error and communication rounds improve or deteriorate 

when the parameters of the federated learning system/algorithm are altered in the 

following manners? 

• Increase in fraction of participating clients/workers (𝐶):  

• Increase in mini-batch size (𝐵): 

 

• Increase in local epochs (𝐸): 

 

• Higher-data heterogeneity across clients: 

 

• Increase in dissimilarity parameters 𝛽 and 𝜅: 

 

Does the anticipated wallclock time per communication round shift when modifying the 

parameters of the federated learning system/algorithm in the specified manners? 

• Increase in fraction of participating clients/workers (𝐶):  

• Increase in mini-batch size (𝐵): 

 

• Increase in local epochs (𝐸): 

 

• Higher-data heterogeneity across clients: 

 

• Increase in dissimilarity parameters 𝛽 and 𝜅: 


